
The conduction gap in double gate bilayer graphene structures

This article has been downloaded from IOPscience. Please scroll down to see the full text article.

2010 J. Phys.: Condens. Matter 22 115304

(http://iopscience.iop.org/0953-8984/22/11/115304)

Download details:

IP Address: 129.252.86.83

The article was downloaded on 30/05/2010 at 07:34

Please note that terms and conditions apply.

View the table of contents for this issue, or go to the journal homepage for more

Home Search Collections Journals About Contact us My IOPscience

http://iopscience.iop.org/page/terms
http://iopscience.iop.org/0953-8984/22/11
http://iopscience.iop.org/0953-8984
http://iopscience.iop.org/
http://iopscience.iop.org/search
http://iopscience.iop.org/collections
http://iopscience.iop.org/journals
http://iopscience.iop.org/page/aboutioppublishing
http://iopscience.iop.org/contact
http://iopscience.iop.org/myiopscience


IOP PUBLISHING JOURNAL OF PHYSICS: CONDENSED MATTER

J. Phys.: Condens. Matter 22 (2010) 115304 (6pp) doi:10.1088/0953-8984/22/11/115304

The conduction gap in double gate bilayer
graphene structures
V Hung Nguyen1,2, A Bournel1 and P Dollfus1

1 Institut d’Electronique Fondamentale, UMR8622, CNRS, Université Paris Sud, 91405 Orsay,
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Abstract
Using the nonequilibrium Green function method, the electrical behavior of a double gate
bilayer graphene structure is investigated. Due to energy bandgap opening when potential
energies in the layers are different, a clear gap of electrical current is observed. The sensitivity
of this phenomenon to device parameters (gate length, temperature) has been considered
systematically. It appears that the threshold voltage can be controlled by tuning the gate
voltages and/or the Fermi energy. Our obtained results may be useful and provide new
suggestions for further experimental investigations.

(Some figures in this article are in colour only in the electronic version)

Graphene and graphene-based nanostructures have become
the subject of intensive research in both fundamental and
applied physics [1–4]. It results from their unusual
electronic properties and their potential for applications in
nanoelectronics. A number of unusual transport properties
such as finite minimal conductivity [1], unconventional
quantum Hall effect [2], Klein paradox [5], etc, have been
explored. Additionally, due to carrier mobility as high
as 15 000 cm2 V−1 s−1 at room temperature [6], graphene
is expected to become a basic material for designing high
performance devices [7–10]. However, an important drawback
of graphene regarding transistor operation is in the lack of
energy gap between valence and conduction bands. Therefore,
the electrical conduction cannot be fully switched off by tuning
the gate voltage, which is necessary for digital electronic
applications. As a possibility to overcome this limitation, it
was shown that the bandgap can be induced in monolayer
graphene (MG) by controlled structural modification of the
graphene channel [7], by interaction of the sample with the
substrate [11], and/or by patterning it into nanoribbons [12].
More simply, in bilayer graphene (BG) it was demonstrated
experimentally that a bandgap up to 250 meV can be generated
and controlled by applying an electric field perpendicularly to
the sample [13–16]. Motivated by this result, investigations
of the transport properties in BG barriers [17, 18], BG-
FET [19, 20], and quantum dots [21] have been recently
conducted.

In this view, the systematical study of electrical
behaviors in BG structures with a gate-induced energy
bangap is very timely and desirable for the development of
graphene nanoelectronics. Recently, an efficient calculation
method based on the nonequilibrium Green function (NEGF)
formalism has been developed and was then applied to analyze
the electronic transport of charges in single barrier MG [22, 23]
and BG [24] structures. Using this method, in this paper we
investigate the electrical characteristics of a BG structure when
the potential energies in the layers are different. Particularly,
we focus on the possibility of obtaining a conduction gap and
on its sensitivity to the device parameters.

Bilayer graphene material consists of two A–B-stacked
monolayers of graphene as shown schematically in figure 1(a),
together with a cross section of the considered structure. The
potential energy diagram (just a function of x) is illustrated
in figure 1(b). In [25], McCann studied the energy bands of
single gate BG structures and showed that the gate-induced
potential difference in the layers opens a gap between the
conduction and valence bands. He found a roughly linear
relationship between the bandgap and the accumulated charge
on the bilayer (see equation (5) in [25]). Therefore, the
gate can be used to control the charge density and the
bandgap (or potential difference) simultaneously. The gate-
induced bandgap opening in double gate BG structures has
been also demonstrated experimentally [14, 15] and discussed
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Figure 1. (a) Schema and (b) potential energy diagram of the
considered structure.

theoretically, for instance, in [26]. It was shown that
the double gated structure can make it possible to control
independently the charge density and the bandgap (or potential
difference) [14]. As in the experimental setup described
in [14], we assume here that the top and bottom gates are
used to control the potential energies U1,2 in the layers (see
in figure 1(b)). The bias voltages Vb/2 and −Vb/2 are applied
to the left and right electrodes, respectively. The Hamiltonian,
obtained by expanding the momentum close to the K point [4]
in the Brillouin zone, reads

H =
(

vF �σ �p + U1 τ

τ † vF �σ �p + U2

)
, τ =

(
0 0
γ 0

)

(1)
with the Pauli matrices �σ ≡ (σx , σy), the 2D-momentum
vector �p ≡ (px, py), the Fermi velocity of the monolayer
modes vF ≈ 106 m s−1, and the hopping element between A1

and B2 sites γ ≈ 0.39 eV.
The Hamiltonian (1) in a new basis {|xn〉, |ky〉} [24] is

rewritten as

Hl,n = −i�δn,l−1 + Hlδn,l + i�δn,l+1,

Hl =
(

U1l + Eyσy τ

τ † U2l + Eyσy

)

� = E0

(
σx 0
0 σx

) (2)

where Ey = h̄vFky and E0 = h̄vF/2a with the transverse
momentum ky (|ky〉 = eiky y) and the mesh spacing a =
xn+1 − xn. Throughout the work, a is chosen to be 0.2 nm,
which is proved to be small enough to give accurate results.
Using the Hamiltonian (2), the device Green function is defined
as

G(E) = [E + i0+ − HD − �L − �R]−1 (3)

with the device-to-contact coupling self-energy �α calculated
from �α = �gα� (α = L, R). The surface Green function

gα = [E + i0+ − Hα − �gα�]−1 (4)

is solved by using the fast iterative scheme described in [27],
where Hα is the contact surface Hamiltonian.

The transmission coefficient and the local density of states
(LDOS) are defined as

T (E) = Tr[	LG	RG†], (5)

D(xn, E) = − 1

π
Im[Gn,n(E)], (6)

respectively. The tunneling rate for the left (right) contact
is 	L(R) = i(�L(R) − �

†
L(R)). The current density is then

computed from the Landauer formula as

J = 2e

πh

∫ ∞

−∞
dE dkyT (E, ky)[ fL(E) − fR(E)] (7)

where fL(R)(E) = 1/[1 + exp(
E−EFL(R)

kbT )] is the Fermi
distribution function in the left (right) contact with the Fermi
level EFL(R)

.
Using the formalism described above, we now consider

the transport properties of the unbiased structure. We plot the
map of LDOS in figures 2(a) and (c) and the corresponding
transmission coefficient as a function of energy in figures 2(b)
and (d) for structures of two different gate lengths. Note that
from equation (1), in the limit of infinite (or large) gate length,
the spectrum of the BG in the gated region consists of four
bands given by (E − Um)2 = h̄2v2

Fk2 + �2/4 + γ 2/2 ±√
(γ 2 + �2)h̄2v2

Fk2 + γ 2/4 [25] with Um = (U1 + U2)/2
and � = U2 − U1. Therefore, the energy gap between the
conduction and valence bands, occurring at k �= 0, is

Eg = γ |�|√
�2 + γ 2

. (8)

For strong asymmetry |�| � γ , it saturates at Eg ≈ γ

and for weak asymmetry |�| 	 γ , we have Eg ≈ |�|.
Accordingly, as seen in figures 2(a) and (c), the maps of
LDOS show clearly three energy regions: RC, RE, and RB.
The RC is the classical conduction region, in which the
transmission coefficient, in principle, tends to unity when
increasing the energy (i.e. thermionic conduction above the
barrier). In the RB-region, some hole bound states appear
in the valence band of the barrier, which results in resonant
tunneling effects (see in figures 2(b) and (d)). The last one,
the RE-region, is generated when the potential energies in
two graphene layers are different, which results in an energy
bandgap opening. Therefore, the gated region is occupied
fully by evanescent states. Due to the tunneling processes via
such evanescent states, the transmission coefficient exhibits an
energy gap, which is determined approximately by equation (8)
and appears more clearly when the gate length is larger (see
in figure 2). The resonant tunneling effects in the RB-
region, which may lead to negative different conductance and
oscillation of transconductance, has been investigated carefully
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Figure 2. Local density of states and corresponding transmission coefficient for two structures: Lg = 20 nm ((a), (b)) and 40 nm ((c), (d)).
The black lines in ((a), (c)) indicate the potential profiles in two graphene layers. Everywhere, Ey = 10 meV. The structure is unbiased.

Figure 3. I–V characteristics with different potential energy configurations. Other parameters are Lg = 40 nm, EF = 75 meV, and T = 0 K.

in [24]. In the current work we mainly focus on the electrical
behavior of the structure in the two other regions RE and RC.

The feature described above is expected to result in
interesting electrical behavior, e.g. the gap of electrical current.
For illustration, we plot in figure 3 I –V characteristics at
zero temperature for different potential energy configurations.
In figure 3(a), while the potential difference � = 80 meV
is constant, we present the evolution of the I –V curve for
different Um-values. Note that in the case of Um = 25 meV,
the Fermi level (EF = 75 meV) is inside the RC-region
and therefore the I –V characteristics are linear at low bias

voltages. The situation changes when the Fermi level goes
inside the RE-region as in the two cases of Um = 50 and
75 meV. As shown, it is necessary to apply a finite bias voltage
higher than a threshold value VT to open the channel. This is
essentially due to the fact that for a low bias voltage Vb < VT

the whole energy range [EF − eVb/2, EF + eVb/2] is inside
the RE-region and the channel is thus closed. When the bias
voltage is high enough Vb > VT, due to the contribution
of carriers of energy beyond the RE-region, the current takes
a significant value. For a given bandgap Eg (or �), VT

has its maximum value for Um = EF (see in figure 3(a)).
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Figure 4. Current density with different gate lengths ((a), (c)) and effects of finite temperature ((b), (d)). The inset of (d) is plotted on a
logarithm scale. Other parameters are EF = 75 meV, Um = 75 meV, U2 − U1 = 80 meV, and for ((c), (d)) Vb = 70 mV.

Additionally, the I –V curves are also plotted for different
values of � in figure 3(b). As discussed above and can be
seen in the figures, at zero temperature, the threshold voltage
is simply determined as VT = (Eg − 2|EF − Um|)/e. For
instance, VT ≈ 28.4 and 78.4 mV for Um = 50 and 75 meV,
respectively, as seen in figure 3(a) or VT ≈ 19.9, 39.8 and
78.4 mV for � = 20, 40 and 80 meV, respectively, as seen in
figure 3(b). Hence, VT can be modulated by tuning � (or Eg),
Um , and/or the Fermi energy EF (not shown).

The observed features of course are sensitive to other
device parameters such as the gate length and the temperature.
On the one hand, due to the role of evanescent waves that decay
exponentially when increasing the gate length, the energy
gap in the RE-region (shown in figure 2) is smeared when
reducing the gate length. On the other hand, the energy range
where the carriers can contribute to the current is enlarged
when increasing the temperature. As a consequence, smearing
effects of the current gap occur when reducing the gate length
and/or increasing the temperature as shown in figures 4(a)
and (b), respectively. The effects are exhibited more clearly
in figure 4(c). At zero temperature, it is shown that the
current decays exponentially and tends to zero with respect
to the gate length, which is nothing, but the role of tunneling
processes via evanescent states. At finite temperature, due
to the contributions of carriers of energy beyond the RE-
region, the current tends to a finite value when increasing
the gate length. Additionally, we plot the current density as
a function of T −1/3 in figure 4(d) and on a logarithm scale
in the inset. Roughly speaking, its temperature dependence
J (T ) ∝ exp[−(T0/T )1/3] is in qualitative agreement with

experimental results of [14] where the temperature dependence
of resistance at the charge neutrality point has been observed
as R(T ) ∝ exp(T0/T )1/3. Moreover, consistently with the
results presented in figure 4(c), the value of T0, which can
be experimentally measured, decreases when reducing the gate
length.

Another way of studying the current gap is to plot the
current density versus the potential difference � for a fixed
bias voltage, as shown in figure 5. In general, it is shown that
the current has its maximum value at � = 0 and decreases
rapidly with increasing �. As seen in figures 5(a) and (b),
the current peak is defined clearly in the region |�| < �T

where �T is determined from equation (8) with Eg ≡ ET,
i.e. ET = 2|EF − Um | + eVb at zero temperature as mentioned
above. For instance, �T = 25.1, 50.4, and 103.5 meV for
Vb = 25, 50, and 100 mV, respectively, as seen in figure 5(a)
or �T = 162.5, 103.4, and 50.4 meV for Um = 25, 50, and
75 meV, respectively, as seen in figure 5(b). Thus, the value
of �T also can be modulated by changing EF (not shown),
Um , and/or Vb. Next, in figure 5(c) we display the current
density with different gate lengths. It is shown that, in the case
of small gate length, the current exhibits tails with significant
values when |�| > �T. This is essentially a consequence
of the dependence of evanescent waves (energy gap) on the
gate length as presented in figures 2 and 4(a) and (c), e.g. the
current gap is smeared when reducing the gate length. Finally,
the effects of finite temperature are displayed in figure 5(d).
The obtained results show that the current seems to decay
exponentially with respect to � when the temperature is high
enough. It is worth noting that at a moderate temperature of
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Figure 5. Current density as a function of potential difference U2 − U1 with different device parameters. Unless otherwise stated,
Um = 75 meV, Lg = 40 nm, Vb = 50 mV, EF = 75 meV, and T = 0 K.

150 K, the current decreases by a significant factor of ∝103

on changing � from 0 to 300 meV (Eg ≈ 0–238 meV).
However, because of the smearing effect, this factor is reduced
when increasing the temperature, e.g. it is about 20–30 at
T = 300 K as seen in figure 5(d). Recently, it has been
suggested that to achieve a sufficiently large Ion/Ioff ratio for
circuit applications, other device such as BG tunnel FETs
should be designed [28].

In conclusion, by using the NEGF technique, we have
considered the electrical behavior of a double gate bilayer
graphene structure. As a consequence of energy bandgap
opening when the potential energies in the layers, which can
be controlled by the gate voltages, are different, the structure
exhibits a significant gap of electrical current. The sensitivity
of this behavior to all device parameters has been investigated
carefully. It is shown that due to the role of tunneling
processes via evanescent states the current gap is smeared not
only by increasing the temperature but also by decreasing the
gate length. A finite threshold voltage can be achieved and
controlled by tuning the gate voltages and/or the Fermi energy.
These results may be useful and provide new suggestions for

further investigations, e.g. in the experimental setup described
in [14].
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